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Abstract. We propose a mechanism of DNA single strand breaks induced by low-energy electrons. Density
functional theory calculations have been performed on a neutral, hydrogenated, and/or negatively charged
nucleotide of cytosine in the gas phase to identify barriers for the phosphate-sugar O–C bond cleavage.
Attachment of the first excess electron induces intermolecular proton transfer to cytosine. The resulting
neutral radical of hydrogenated cytosine binds another excess electron, and the excess charge is localized
primarily on the C6 atom. A barrier encountered for proton transfer from the C2’ atom of the adjacent
sugar unit to the C6 atom of cytosine is 3.6 and 5.0 kcal/mol, based on the MPW1K and B3LYP electronic
energies corrected for zero-point vibrations, respectively. The proton transfer is followed by a barrier-free
sugar-phosphate C–O bond cleavage. The proton transfer is impossible for the neutral nucleotide, as there
is no local minimum for the product. In the case of anionic and hydrogenated nucleotides the same barrier
determined at the B3LYP level is as large as 29.3 and 22.4 kcal/mol respectively. This illustrates that
the consecutive hydrogenation and electron attachment make the nucleotide of cytosine susceptible to a
strand break. The rate of the C–O bond cleavage in the anion of hydrogenated nucleotide of cytosine is
estimated to be ca. 1010 s−1. The proposed mechanism proceeds through bound anionic states, not through
metastable states with finite lifetimes and discrete energy positions with respect to the neutral target. The
results suggest that at least for DNA without hydration even very low-energy electrons may cleave the
DNA backbone.

PACS. 31.10.+z Theory of electronic structure, electronic transitions, and chemical binding – 34.10.+x
General theories and models of atomic and molecular collisions and interactions (including statistical
theories, transition state, stochastic and trajectory models etc.) – 36.40.-c Atomic and molecular clusters
– 36.40.Wa Charged clusters

1 Introduction

Low energy electrons (LEE) are secondary particles, which
are produced in large quantity (∼4 × 104 per MeV of de-
posited energy) along all of the tracks of ionizing radia-
tion. It has been suggested that these secondary species
can be responsible for the mutagenic, genotoxic, and other
potentially lethal DNA lesions [1,2].

The role of LEE as triggers of the DNA backbone
cleavage was highlighted by the group of Sanche [3]. In
their experiments, solid samples of clean DNA containing
its structural water were irradiated with beams of low-
energy (3.5–100 eV) electrons at constant current density
and well defined kinetic energy. The irradiated DNA sam-
ples were tested for single- and double-strand breaks (SSB
and DSB, respectively). The results proved that SSB and
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DSB occur for electrons with incident energies lower than
the ionization threshold of DNA. The resonance structure
of the damage quantum-yield versus incident electron en-
ergy suggested that the process proceeds via metastable,
i.e., resonance, anionic states. Since then many experi-
mental as well as theoretical studies addressed transfor-
mations of different building blocks of DNA induced by
LEE [4–19].

Anionic shape resonances might play a decisive role in
the recent gas phase experiments, in which electrons with
subexcitation kinetic energies (0.6–2.5 eV) induce effective
dehydrogenation of nucleic acid bases (NB) via dissocia-
tive electron attachment [4,7]

(NB) + e− → (NB)− → (NB−H)− + (H•). (1)

A highly mobile radical H• is produced, which may induce
further damage to DNA. An analogous decomposition
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of a nucleoside of thymine (T) was reported with the
C(sugar)–N(base) bond cleaved and the unpaired elec-
tron localized on either the (T–H)• moiety or the sugar
residue [8].

In addition to the dominant channel described by
equation (1), more recent studies focused on [10]

(NB) + e− → (NB)− → (NB−H)• + H−. (2)

It was found that site selectivity for H−/D− abstraction
in thymine is dependent on the incident electron energy.
The features due to H−/D− abstraction from the carbon
positions resemble the energy dependence of single- and
double-strand breaks observed in plasmid DNA.

Very recently the group of Sanche conducted an ex-
periment on solid DNA fragments with even lower energy
electrons 0–4 eV [13]. Their results revealed that colli-
sions of these very slow electrons with DNA may lead to
SSB’s. Interestingly, the shape and the position of peaks
of the damage quantum-yield versus incident electron en-
ergy closely resembles those obtained for NB’s, where the
main channel of alteration was shown to be the dissocia-
tion of a hydrogen atom, H•, see equation (1). The results
of experimental studies [4–13] suggest that the dissocia-
tion of H• and/or H− may trigger cleavage of the DNA
sugar-phosphate backbone.

The recent theoretical studies have been mainly fo-
cused on anionic resonance states localized on fragments
of DNA and their role in formation of SSB’s [14–17]. For
the gas phase anionic nucleotide of cytosine, a barrier of
13 kcal/mol has to be surmounted to cleave the sugar-
phosphate bond and the rate of bond cleavage was es-
timated as 104 s−1 [14]. In a more recent study a broad
range of kinetic energies of ballistic electrons and dielectric
constants was considered and a magnitude of the barrier
was in the 28.1–5.1 kcal/mol range [17]. Li et al. focused
on the sugar-phosphate backbone rather than on NB’s
[15]. For the gas phase anionic sugar-phosphate-sugar sys-
tem a barrier is lower than in the nucleotide of cytosine
and amounts to 7–10 kcal/mol. The rate of the sugar-
phosphate bond cleavage was estimated as 5 × 106 s−1

[16]. Unfortunately, the rates of bond cleavage for these
model systems are not competitive with electron autode-
tachment occurring approximately at ca. 1014 s−1.

We have recently suggested that it might be prema-
ture to focus attention exclusively on anionic resonance
states as critical intermediates leading to DNA strand
breaks [20]. We consider that the primary role of reso-
nance states is to allow for energy transfer between the
impinging electron and the neutral target. In other words,
we view anionic resonance states as doorways to bound va-
lence anionic states. The latter may be involved in chem-
ical transformations, such as DNA strand breaks, while
the former are required to absorb excess electrons into the
DNA environment [20]. This hypothesis is consistent with
the observed resonance structure in the damage quantum-
yield versus incident electron energy [3].

The existence of valence anionic states of NB’s in the
gas phase has been extensively studied both experimen-
tally [21–23] and theoretically [24–29]. First, it was demon-

strated in the elegant experiments from the Bowen’s group
that even a marginal solvation, such as a single water
molecule, renders valence anions of some NB’s adiabati-
cally bound [23]. Moreover, solvation that results from the
Watson-Crick pairing makes ground valence anionic state
of pyrimidine bases adiabatically stable [19]. A bound va-
lence anionic state localized on cytosine could not be iden-
tified in references [14,17] because the guanine moiety was
missing in their model. In our opinion one should not
preclude bound anionic states from consideration in the
DNA environment even though an earlier experimental
and computational results suggest that vertical electron
attachment energies are negative for canonical tautomers
of isolated NB’s, i.e., the anions are electronically unbound
at the optimal geometry of the neutral [21,24–29]. How-
ever, the valence anionic states become stabilized in the
course of geometrical relaxations, tautomerizations, and
interactions with their environment [18,19,24–29]. A clear
advantage of dealing with bound anionic states is that the
strand break formation does not have to compete with the
very fast electron autodetachment process (ca. 1014 s−1).

Another interesting property of valence anionic states
of NB’s is that they are susceptible to intermolecular pro-
ton transfer to the base, which yields highly reactive rad-
icals, (NB+H)•. In a series of collaborative studies with
the photoelectron spectroscopy group of Kit Bowen we
demonstrated that excess electron attachment triggers a
barrier-free intermolecular proton transfer (BFPT) from
many weak acids (HA) to the NB with the new prod-
uct moieties being a neutral hydrogenated base radical
(NB+H)• and the deprotonated acid, A− [18,19]:

(NB). . .(HA) + e− → (NB + H)•. . .(A−). (3)

The driving force for proton transfer is the stabilization
of the excess electron onto a π* orbital of the base. A
high electron affinity of (NB+H)• and a high basicity of
(NB+H)− are critical elements of the mechanism of SSB’s
presented in this report.

We have recently reported computational results for
the anionic nucleotide of thymine and we identified a re-
action pathway for the phosphate-sugar O–C bond cleav-
age with a very small barrier (<5 kcal/mol) [20]. An
important question remains how sensitive is the barrier
height to the nature of the nucleic acid base. Here we
present the density functional theory results for a sin-
gle nucleotide that contains cytosine (Cy) and we identify
barriers for the phosphate-sugar O–C bond cleavage. We
propose a process that advances through bound anionic
states with respect to the neutral target. First, a neutral
radical (Cy+H)• is formed in the process of either inter-
molecular proton transfer to Cy induced by an excess elec-
tron or direct attack of H•. The resulting neutral radical
(Cy+H)• binds an excess electron, and the excess charge
is localized primarily on the C6 atom. Only a small bar-
rier (<5 kcal/mol) is encountered for proton transfer from
the C2’ atom of the adjacent sugar unit to the C6 atom
of (Cy+H)−. The rate of this proton transfer is estimated
to be ca. 1010 s−1. This proton transfer is followed by a
barrier-free sugar phosphate C–O bond cleavage.
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The proposed two step process requires that either H•
and a low-energy electron or two low-energy electrons in-
teract with the same nucleotide. This scenario is plausible
because high-energy (∼1 MeV) particles create in aque-
ous systems the so-called “spurs”, which represent high
concentrations of reactive species, such as radicals and
low-energy electrons [30]. Thus these nucleotides which
are in the neighborhood of a “spur” region can be ex-
posed to many reactive species, including H• radicals and
low-energy electrons. It is a well-known feature that a sin-
gle high-energy radiation event (track) produces clustered-
type lesions in biomolecules [31].

2 Methods

The mechanism proposed by us applies first of all to
gas phase transformations of nucleotides exposed to low-
energy electrons. This environment is of interest in many
experimental studies including the mass spectroscopy
analysis of DNA. The possible effects of hydration will
be discussed in Section 3. The advantage of gas phase
studies is that experimental techniques like mass spec-
trometry and electron spectroscopy can easily be applied.
These techniques allow detailed information on the prop-
erties of molecules and the dynamics of reactions to be
explored [11].

Within the density functional theory (DFT) approach
[32,33] we applied two different functionals: a Becke’s
three parameter hybrid functional (B3LYP) [34–36] and a
modified Perdew-Wang 1-parameter method for kinetics
(MPW1K) [37]; in both cases the 6-31++G**(6d) basis
set was used [38]. The ability of the B3LYP method to
predict excess electron binding energies has recently been
reviewed and the results were found to be satisfactory for
valence-type molecular anions [39]. However, B3LYP is
known to underestimate kinetic barriers, so we decided to
utilize the MPW1K functional, which was specifically de-
signed to reproduce barrier heights of chemical reactions.

For initial geometries we excised a nucleotide of cyto-
sine from B-DNA and neutralized it with hydrogen atoms.
All the structures in our study were fully optimized and
no geometry constraints were imposed. Gas-phase free
energies were calculated by including zero-point vibra-
tion energies (ZPE), and temperature-dependent enthalpy
terms and entropies determined in the rigid rotor — har-
monic oscillator approximation. To identify the structures
of transition states (TS) we initially used a semiempiri-
cal PM3 method [40], and then re-optimized the resulting
structure at the DFT level of theory. All TS structures
have only one imaginary frequency, which are related to
normal modes responsible for the desired proton trans-
fer. Additionally, to further confirm the correctness of our
transition state structure, the intrinsic reaction coordinate
(IRC) [38] was followed starting from the TS in both di-
rections — towards the product and the substrate.

All the calculations were performed using the
Gaussian03 [38] code on a cluster of 32 bit Xeon/SCI Dol-
phin processors.

3 Results

A scheme of the proposed strand break for the nucleotide
of cytosine is shown in Figure 1; see the first structure
for the labeling of atoms. In the first stage, the nucleic
acid base is hydrogenated at the N3 position forming the
(Cy+H)•. The (Cy+H)• intermediate can be formed in
at least two ways: (a) as an excess electron attachment
to the base followed by an intermolecular proton transfer,
or (b) as a direct attachment of the hydrogen atom. In
the first case, an electron induced proton transfer may
develop, without or with a very small barrier, whenever
an anionic nucleic base interacts with proton donors, such
as weak acids [18,19] or the complementary nucleic acid
base; e.g., the intermolecular proton transfer occurs in the
anionic Watson-Crick GC pair [41,42].

In the case of direct hydrogenation we anticipate two
possible sources of hydrogen radicals: from surrounding
water or from neighbouring NB’s. The fact that radiolysis
of water leads to formation of the H• and OH• radicals has
been known for long [43]. Only recently, however, it was
demonstrated that the highly mobile H• radicals are pro-
duced in the course of interaction of low-energy electrons
with NB’s [6–11]. Our computational results indicate that
the radical H• binds to the N3 atom of Cy with a E+ZPE
barrier of 1.99 kcal/mol (B3LYP/6-31++G** result).

In the second stage of the proposed mechanism, an
electron is captured by the radical of a hydrogenated base
and a closed-shell anion (Cy+H)− is formed. An electron
vertical detachment energy for the anion is significant,
ca. 32 kcal/mol, and the anion is adiabatically bound by
12 kcal/mol (B3LYP/6-31++G** result). The excess neg-
ative charge is formally localized on the C6 atom of Cy
but it also spreads over the C4–C5 area.

We come to the third and critical stage of the proposed
mechanism, in which a proton is transferred from the adja-
cent sugar to the negatively charged C6 atom of (Cy+H)−.
This is the C2’ proton, which is the closest to C6 both in
our DFT optimized geometry and in the B-DNA struc-
ture. The MPW1K barrier for proton transfer from the
C2’ atom of sugar to C6 of (Cy+H)− is 5.6, 3.4, and
4.2 kcal/mol in terms of electronic energy, electronic en-
ergy corrected for zero-point vibrations, and Gibbs free
energy, respectively (Fig. 2). The corresponding B3LYP
values are 6.9, 5.0, and 6.5 kcal/mol.

The proton transfer leads formally to a product, in
which the negative charge is localized on the sugar unit. In
our calculations, however, we could not identify the prod-
uct of step (3) from Figure 1. Instead, as in the case of
the nucleotide of thymine [20], we observe a spontaneous,
barrier-free cleavage of the C–O sugar-phosphate bond
(Fig. 2) with the negative charge localized on the phos-
phate unit. These finding were confirmed in the IRC cal-
culations. One IRC path ended up with the exact structure
of the substrate whereas a spontaneous sugar-phosphate
bond break was observed along the second IRC path. In
agreement with earlier computational studies, the strand
break process is thermodynamically favorable [14–17,20].

The CH stretching frequency is at ca. 3000 cm−1,
which corresponds to a rate of vibration of 8.9 × 1013 s−1.
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Fig. 1. Proposed mechanism of the DNA strand break induced by excess electrons.

 

Fig. 2. MPW1K/6-31++G** and B3LYP/6-31++G** (in parentheses) free energies for a rupture of the sugar-phosphate bond
in the nucleotide of cytosine upon interaction with H• and an excess electron. All values in kcal/mol.
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Table 1. The kinetic barrier for a proton transfer reaction
from the C2’ atom of sugar to C6 of the base (∆G(TS)), and
the free energy change for this reaction (∆G). All quantities in
kcal/mol.

System ∆G(TS) ∆G
cytidine N/Aa N/Aa

(cytidine)− 30.0 20.3b

(cytidine+H) 25.6 22.8b

(cytidine+H)− 6.5 –39.7c

aProduct of the proton transfer step is geometrically unstable
and collapses without a barrier to the reactant. bProduct of the
proton transfer step is geometrically stable. cProton transfer
step is followed be a barrier-free sugar-phosphate bond break.

The Boltzmann’s probability for surmounting the
4.2 kcal/mol barrier at T = 298 K is 8.3 × 10−4 Thus
the average rate of strand break formation from the anion
of hydrogenated nucleotide is ca. 7.6 × 1010 s−1. Other
estimations of this rate from transition state theory are
5.0× 109, 5.0× 108 and 1.9× 1010 s−1 when based on the
difference of free enthalpies, electronic energies, and elec-
tronic energies corrected for zero-point vibration energies,
respectively.

The unusual susceptibility to the sugar-phosphate
bond break for cytidine with (Cy+H)− rather than with
Cy, Cy−, or (Cy+H) is illustrated in Table 1. At the
B3LYP level, the barrier for proton transfer from the C2’
atom of sugar to C6 of the base is only 6.5 kcal/mol
for (Cy+H)−. It increases to 25.6 kcal/mol for (Cy+H)
and to 30.0 kcal/mol for Cy−. For an unmodified cyti-
dine, i.e., with Cy, the barrier could not be determined
because the hypothetical product with the C2’ proton
transferred to C6 is geometrically unstable and collapses
without a barrier to the reactant. The thermodynamics
of the proton transfer reaction is also very sensitive to
the form of Cy. ∆G for the reaction is +20.3 kcal/mol
for Cy−, +22.8 kcal/mol for (Cy+H), and –39.7 kcal/mol
for (Cy+H)−. For the latter, the proton transfer step is
followed be a barrier-free sugar-phosphate bond break.
Clearly, the formation of (Cy+H)−, i.e., a reduction
step followed by protonation and another reduction step,
makes the modified nucleotide kinetically and thermody-
namically susceptible to the sugar-phosphate bond break.

The results reported so far apply to the nucleotide of
cytosine in the gas phase and may not apply to the wa-
ter environment. Water represents a dissipative environ-
ment and in the case of reactions with charged particles
involved, hydration can considerably alter the energy pro-
file along the reaction coordinate [11]. Moreover, the C2’
hydrogen of the sugar unit is expected to be much less pro-
tic than the hydrogens of water. With these reservations
in mind we performed geometry optimizations for the Cy,
(Cy+H), and (Cy+H)− forms of cytidine with one water
molecule placed initially between the base and the sugar
unit. The calculations did not reveal any chemically rele-
vant effect of water. First, even in the case of (Cy+H)−,
we could not identify a water-assisted barrier-free proton
transfer from C2’ to C6. Second, we could not find any

minimum energy structure with the water molecule in the
region between the base and the sugar. Third, the water
molecule was always repelled from the region between the
base and the sugar and formed hydrogen bonds with the
bridging oxygen of the sugar unit. These results are con-
sistent with the crystallographic structure of B-DNA [44].
The closest water molecules are separated from the C6
atom of Cy by 4.9 and 5.1 Å (the oxygen-carbon dis-
tances), whereas the distance between C6 and C2’ is only
3.1 Å. The results suggest that hydration might be not
critical for the mechanism summarized in Figures 1 and
2. However, the problem should be carefully scrutinized
in the future studies with an explicit treatment of water
molecules, preferably at the level of ab initio molecular
dynamics.

4 Discussion

The interaction of molecules with low-energy electrons can
be described in terms of resonant and direct scattering [4].
The latter might involve excitations to dissociative elec-
tronic states. The direct scattering with dissociative states
involved is believed to be responsible for a linearly increas-
ing background in the damage quantum yield [5,13]. On
the other hand, well defined peaks in the damage quantum
yield versus incident electron energy were assigned to the
resonant scattering and dissociative electron attachment
(DEA) [3–13]. It is then a legitimate question to ask which
electron-energy range the mechanism proposed by us ap-
plies to. The mechanism proposed by us applies to chemi-
cal transformations, which occur on potential energy sur-
faces of bound anionic states of nucleotides. These bound
anionic states develop in the course of scattering of low-
energy electrons on DNA. The resonance states play a par-
ticular role as they allow for efficient energy transfer from
the impinging electron to various degrees of freedom of
the neutral target. We view the resonance structure of the
damage quantum yield as a manifestation of highly proba-
ble doorways the incident electrons go through. Whatever
the history of an excess electron is, in a condense phase
environment it will end up as a valence anion, solvated
electron, or it will recombine with a positively charged
species.

The focus on bound valence states rather than on un-
bound (resonance) states is the main difference between
the previous theoretical studies [14–17] and the approach
presented by us here and in reference [20]. In gas phase
studies, in which the stability of valence anions is question-
able, the DEA may indeed be the dominant mechanism of
chemical transformations, such as the H− and H• abstrac-
tions [10,11]. The DEA mechanism was also proposed to
interpret a decomposition of the nucleoside of thymine [8].
One might speculate that the excision of nucleobases from
DNA might also occur in consequence of the DEA. So far,
however, the kinetic barrier for DNA strand breaks deter-
mined theoretically for resonance anionic states were as
large as 13 kcal/mol for cytidine [14] and 7–10 kcal/mol
for the sugar-phosphate backbone [15,16]. The resulting
rates of the sugar-phosphate bond cleavage were 10 to
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8 orders of magnitude smaller than the rate of electron
autodetachment from resonance anionic states. It is then
not clear whether DEA is the only mechanism responsible
for strand breaks in DNA exposed to low-energy electrons.
It was our hypothesis that chemical transformations might
also develop on potential energy surfaces of bound anionic
states, which do not have to compete with electron autode-
tachment occurring approximately at ca. 1014 s−1 [20].
The anionic “bound-state” rather than “resonance” chan-
nel might be particularly important in condense phases,
which stabilize valence anionic states [18,19,24–29,41,42].

A barrier of 4.2 kcal/mol (Fig. 2), based on free en-
thalpies determined here with the MPW1K functional
for the nucleotide with (Cy+H)−, is the smallest among
the reported gas phase barriers for the cleavage of the
C–O sugar-phosphate bond induced by excess electrons
[14–17,20]. The estimated rate of the strand break forma-
tion in a nucleotide with (Cy+H)− is ca. 1010 s−1. Thus
the anionic “bound-state” channel might be important
for strand breaks in DNA. The MPW1K barrier, deter-
mined in terms of electronic energies corrected for zero-
point vibrations, increases from 3.4 kcal/mol for C2’H to
4.3 kcal/mol for C2’D. Thus, we predict that the sub-
stitution of hydrogen with deuterium at C2’ should slow
down the kinetics the sugar-phosphate bond cleavage in
nucleotides with (Cy+H)−.

A comparison of our past computational results for the
nucleotide of thymine obtained with the B3LYP functional
[20] with the current B3LYP value of the barrier height for
the nucleotide of cytosine indicate that the latter might be
less susceptible to strand breaks induced by excess elec-
trons. On the other hand, the anionic GC pair is suscepti-
ble to intermolecular proton transfer, whereas the AT pair
is not [19,41]. Thus the step (1) from Figure 1 of the pro-
posed mechanism is facilitated for each nucleotide of cyto-
sine but not for each nucleotide of thymine. An experimen-
tal characterization of the amount of single strand breaks
induced by excess electrons in poly-AT and poly-GC DNA
fragments would be very informative. So far, only neutral
fragments desorbed from thin films of nonamers of deoxy-
cytidine and thymidine, which were exposed to low-energy
(1–30 eV) electrons, were analyzed [5]. The total effective
cross-sections per base estimated for the CN, OCN, and
CH3CCO species production from fragmentation of the
nonamers of deoxycytidine and thymidine are comparable
and amount to 3.4 × 10−17 and 2.3 × 10−17 cm2, respec-
tively.

We expect that there might be pathways leading to
DNA strand breaks that are even more favorable than
the pathway identified by us so far, see Figures 1 and 2.
In particular, we are considering proton transfer directly
from the sugar moiety to the C6 carbon atoms of anionic
pyrimidine bases. In addition, the role of metallic counter-
actions and explicit water molecules should be explored in
ab initio molecular dynamics simulations. Thus a barrier
reported by us should be viewed as an approximation to
the barriers encountered along strand break pathways in-
duced by excess electrons.

5 Summary

We explored a mechanism of the sugar-phosphate C–O
bond rupture induced by low energy electrons in the
gas phase nucleotide of cytosine. As in the case of
the nucleotide of thymine [20], we analyzed a process
that advances through bound anionic states, not through
metastable states with finite lifetimes and discrete energy
positions with respect to the neutral target. A clear ad-
vantage of dealing with bound anionic states is that the
strand break formation does not have to compete with the
very fast electron autodetachment process (ca. 1014 s−1).
The following steps have been identified:

1. the cytosine moiety is hydrogenated at the N3 posi-
tion, producing (Cy+H)•. The hydrogenation devel-
ops as either an excess electron attachment followed
by a barrier-free proton transfer from a proton donor,
or in consequence of the attachment of H• to the N3
atom of cytosine, which undergoes with a kinetic bar-
rier smaller than 2 kcal/mol;

2. (Cy+H)• binds an excess electron and forms a closed-
shell moiety, (Cy+H)−. (Cy+H)− is characterized by
a significant electron vertical detachment energy of
32 kcal/mol and is adiabatically bound with respect
to (Cy+H)• by 12 kcal/mol. The excess charge is lo-
calized primarily on the C6 atom of (Cy+H)−;

3. a proton is transferred from the C2’ atom of the ad-
jacent sugar unit to the C6 atom of (Cy+H)− with a
barrier as small as 4.2 kcal/mol. The second proton
transfer is followed by a barrier-free sugar-phosphate
C–O bond cleavage.

The unusual susceptibility to the sugar-phosphate bond
break for the nucleotide with (Cy+H)− was characterized.
The rate of the C–O bond cleavage is estimated to be ca.
1010 s−1, which makes the proposed mechanism very prob-
able for gas phase or solid DNA without hydration. The
relevance of this mechanism for hydrated DNA still needs
to be explored. In the future study we intend to improve
our model by replacing neutralizing protons with metallic
counteractions, explicitly including hydration effects, and
performing ab initio molecular dynamics simulations.
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9. S. Ptasińska, S. Denifl, P. Scheier, T.D. Märk, J. Chem.
Phys. 120, 8505 (2004)
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